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Abstract

Building ProblemSolvingervironmentsn the emeging
national-scalesComputationalGrid infrastructueis a chal-
lenging task. AccessingadvancedGrid services,sud as
authenticationyemoteaccesgo computes, resouce man-
agement,and directory services,is usually not a simple
matter for problem solving ervironmentdevelopes. The
CommodityGrid projectis working to overcomethis dif-
ficulty by creating what we call CommodityGrid Toolkits
(CoG Kits) that define mappingsand interfacesbetween
the Grid and particular commodityframevorksfamiliar to
problemsolvingenvironmentdevelopes. In this paper we
explainwhy CoGKits areimportantfor problemsolvingen-
vironmentevelopes, describethe designandimplementa-
tion of a JavaCoGKit, and useexamplego illustrate how
CoGKits canenablenew approachesto applicationdevel-
opmentasedon theintegrateduseof commodityand Grid
technolagies.

1. Intr oduction

The developmentof next-generationproblem solving
ervironments(PSESs)[12 is influencedby rapid advances
in the world of commodity computingand the emeging
national-scale&ComputationalGrid. The explosive growth
of the Internetand of distributed computingin general
has led to significant technologyimprovementsin sev-
eral domainsthat are important for the developmentof
PSEsaccessingarge-scaleeomputationatesourcesin the
world of commoditycomputing,a broadspectrumof dis-
tributedcomputingechnologiegWebprotocols Java, JINI,
CORBA, DCOM, etc.) hasemeged,with revolutionaryef-
fectson how we accessand processnformation. Simulta-
neously the high-performanceeomputingcommunity has
taken big stepstoward the creationof so-calledGrids, ad-
vancedinfrastructuresdesignedto enablethe coordinated
useof distributedhigh-endresourcegor scientificproblem
solving.

Thesetwo worldsof whatwe will call “commodity” and
“Grid” computinghave evolvedin parallel, with different
goalsleadingto differentemphasesnd technologysolu-
tions. For example,commoditytechnologiegendto focus
onissuesof scalability componentompositionanddesk-
top presentationywhile Grid developersemphasizesnd-to-
end performanceadwancednetwork services,and support
for uniqueresourcesuchas supercomputersThe results
of this parallelevolution are multiple technologysetswith
someoverlaps,muchcomplementarityand someobvious
gaps.

In this context, we have establishedhe CommodityGrid
(CoG) project, with the twin goalsof (a) enablingdevel-
opersof PSEsto exploit commoditytechnologiesvherever
possibleand(b) exporting Grid technologieso commaodity
computingfor easyintegrationin PSEs.

A first activity beingundertalenwithin the CoG project
is the designanddevelopmentof a setof CommodityGrid
Toolkits (CoGKits), thatdefineandimplementa setof gen-
eral componentghat map Grid functionality into a com-
modity ervironment/fram&ork. Hence,we canimaginea
Web/CGI CoG Kit, a Java CoG Kit, a CORBA CoG Kit,
a DCOM CoG Kit, andsoon. In eachcase,the bene-
fit of the CoG Kit is thatit enablesapplicationdevelopers
to exploit advancedGrid services(resourcemanagement,
security resourcediscovery) while developinghigherlevel
componentsn termsof the familiar and powerful applica-
tion developmenframenorksprovidedby commaoditytech-
nologies.In eachcasewe alsofacethe challengeof devel-
oping appropriatanterfacesbetweenGrid andcommodity
conceptsaandtechnologies—andf similar Grid andcom-
modity servicesare provided, reconciling competingap-
proaches.

As part of theseactiities, we have successfullydevel-
opeda Java-basedCommodityGrid Toolkit (Java CoGKit)
that definesand implementsa set of generalcomponents
mappingGrid functionality into the Java framework. The
Java CoG Kit is of particularinterestfor PSE developers
becausst allows them to implementpreinstalledheavy-
weight applicationsto be startedon useraccessiblecom-



puteseners,aswell aslightweightWebinterfacesor portals
allowing accesgo sophisticatedemotecomputeservices.

The primary goal of our researchs notto build a PSE
thatwill solve a specificproblemfor a particularapplica-
tion area. Instead,our focusis on developing a software
infrastructureto make it easierto build and deploy pow-
erful PSEs. We have basedour developmentof the Java
CoGkit onourexperiencesvith applicationuserdn various
problemdomains.Thus,we areconfidentthatthetoolkit is
generalenoughto be usefulfor a large numberof PSEde-
velopers.

While we haveintroducedn [17] thegenerakonceptof
theJaraCoGK:it, wewill illustratein this paperits practical
usein the developmentof problemsolving ervironments.
Additionally, we introduceherenew componentandmore
sophisticatedecurityconceptshatareof particularinterest
to developersof chemistryproblem-solvingervironments.

2. Portals to Problem Solving Environments

For readersto understandhe scopeof this work, we
explain the termsproblemsolvingernvironmentandportal,
sincemultiple definitionsareusedfor bothtermsin thelit-
erature.

2.1 Problem Solving Environment

Our understandingf a PSEfollows approximatelythe
definitiongivenin [7]: “A problemsolving ervironmentis
a computationabystemthat providesa completeand con-
venientsetof high level tools for solving problemsfrom a
specificdomain. The PSEallows usersto defineandmod-
ify problems,choosesolutionstratgies, interactwith and
manageappropriatehardware and software resourcesyi-
sualizeand analyzeresults,andrecordand coordinateex-
tendedproblemsolving tasks. A usercommunicatesvith
a PSEin the languageof the problem,notin the language
of aparticularoperatingsystemprogramminganguageor
network protocol’

For ourresearcliocuswe assumehatthe problemamust
accessremoteresourcespotentially in a securefashion,
andmayrequirea largeamountof computeand/ordatare-
sources.The processof solving the problemis steerecby
thescientistandits progressnay be monitoredthroughin-
ternetbrowsersor special-purpos@pplication-monitoring
programs.

2.2 Requirementsfor PSE Portals

We identifieda list of characteristicshatinfluencedour
PSEtoolkit design[1]:

Problem-oriented. The PSEshouldallow specialistdo
concentrateon their discipline, without having to become

expertsin computeisciencassuessuchasnetworks,paral-
lel computing,or the World Wide Weh

Integrated. Many problemsand their solution strate-
giesareextremelyheterogeneousn models,codesappli-
cations,andmachinesA PSEmustbe designedo manage
this heterogeneityn an integratedway, so thatthe useris
presentedvith a predictableandconsistenPSE.

Collaborative. Most scienceand engineeringprojects
are performedin collaboratve mode with physically dis-
tributed participants. A PSE mustinclude the ability to
foster collaboratie solution stratgjies. We assumehat a
general-purposeideo conferencingtool can be provided
with commonoff-the-shelftools developedby commercial
companies.Neverthelessjt may be necessaryo develop
special-purposeollaboratve toolsthatarenot provided by
third parties.

Distrib uted. Besidegheneedto supportdistributedcol-
laborationbetweerscientistsmary problemswe have been
dealingwith (suchasGrandChallengestanbesolvedonly
while accessindarge distributed resourcegsuch as stor
ageandcomputeresourcesin conjunctionwith eachothet
A PSEmustbe ableto accesghesedistributed resources
seamlesshandin collaboration.

Persistent. Sincedevelopinga solutionfor a problem
mayrequiresignificanttime, it is desirableo provide aper
sistentervironmentthatallows theresearcheto resumehe
solutionprocesst a later time at a potentiallydifferentlo-
cation. Thus, it is necessaryo be ableto checkpointnot
only the stateof the calculationbut alsothe stateof the PSE
userinterface.The persistencef a PSEcouldbeenhanced
with preferenceshat are either setby the useror are de-
tectedautomaticallyby the PSE.Suchfunctionality could
be achieved with the integrationof whatis calledan elec-
tronic notebook.

Open,flexible, adaptive. Problemstratgiesrequirebe-
ing ableto integratenovelideas.A sophisticated®SEbuild-
ing tool must be able to tailor or add new functionality
within its existentbase.

Graphical, visual. The useof graphicsandvisualscan
enhanceheusability of the PSE for example, throughani-
matedtablesanddirectedgraphgo visualizethe stateof the
application. Furthermorejt mustbe possibleto integrate
custom-designegdraphicalandvisualinputsandoutputs.

2.3 Portal for Problem Solving Environments

A “Web portal” is commonlydefinedas an entry point
or startingsite for the World Wide Web, combininga mix-
ture of contentandserviceshat attemptso provide a per
sonalized'home base"for it's audience.Featuresnclude
customizablestart pagesto guide userseasily throughthe
servicesprovided by the portal. Suchservicesincludefil-
terable e-mail, chat rooms and messageboards, person-
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Figure 1. A computing portal interfaces
clients with Grid resources such as stor-
age servers, supercomputer s, and worksta-
tion cluster s.

alized news, gaming channels,shoppingcapabilities,ad-
vancedsearctenginesandpersonahomepageonstruction
kits. Examplesfor consumeiorientedportalsare provided
by AOL andYahoo.

In this spirit, we suggesthat a corvenientway of inter-
facingwith aPSEis to designportalsfor ascientificdomain
or a particularproblemstrateyy. Besidesproviding collab-
orative, interactve, andinformation services,suchportals
includealsoserviceghatareuniquefor thedomainbut are
typically not providedby consumetorientedportals.These
servicesinclude interfacesbetweenusersof the PSEwith
the help of clients rangingfrom graphicsworkstationsto
palm pilots to theresourceswvailableaspart of the compu-
tationalGrid (Figure1). Naturally, notall capabilitiesof a
portal may be exposedby lesscapableaccesslevicessuch
aspalmpilots. Neverthelesstheability to sendamessagéo
abeeperpalmpilot, or cell phoneaddssignificantvalueto
the PSEfunctionality by notifying the userof the existence
of a collaboratve sessionor the completionof a problem
solution. Hence the ability to access portal with various
(evenlesscapableYevicesis anintegral partof our design.

2.4. Usersand UsageModes of PSE Portals

Portal developmentfor PSESsfirst requiresdetermining
which customemgroupwill be usingthe portal. We distin-
guishthreetargetgroups:

1. Novicescienceor problemsolving ervironmentusers,
thatis, casualor novice usersusing readily available
solutionsto problems. The problemstrateyy is non-
transparento novice users.

2. Expertscienceor problemsolving ernvironmentusers,
that is, usersin the domainfor which the portal is

developed. Such usersare able to extend the por-
tal while providing solution stratgyies as usedby the
novice usersor themseles.

3. Developerof applicationor problemsolving erviron-
ments providing general-purposeomponentsisedby
expertsor novice users.

In addition, we distinguishbetweeninteractive and batch
modein which jobs are submittedfrom the problemsolv-
ing ervironmentto the backend systemsby the users. We
have to be able to supportthe use of computeresources
throughfine-grainedparallel programs typically provided
throughMPI message-passimarallelprogramspr coarse-
grain parallelprogramshroughjob dependenciebetween
jobs submittedto the batch processingsystemsor a fork
jobmanagerThetoolkit we describan this papersupports
theseusagemodes.

3. Architecture

Becausef thediversifieduseof a PSEportal, thearchi-
tectureof suchanernvironmentmustbeflexible. Thus,it is
notfeasibleto developapointsolutionfor asingleproblem.
Needednsteadis a portaltoolkit thatincludesa setof ser
vicesexposedvia APIsthatcanbeusedto assembl@ point
solutionfor aproblem.Figure2 andTablel outlinethevar-
ious groupsof servicesthat we initially focuson andthat
mustbeintegratedinto a portaltoolkit. Eachportalcompo-
nentmayhave severalsubcomponenthatsupporthetasks
performedaspartof thecomputingportalfor problemsolv-
ing environments. The componentsn bold text of Figure
2 aredevelopedaspartof the CoGKit. Othercomponents
areprovided eitherby commaoditysoftware or the applica-
tion programmers. The flexible designmakesit possible
to integratenew componenténto the framework or replace
existing modules.

3.1 Grid Core Selvices

The scientific problem-solving infrastructure of the
twenty-firstcenturywill supportthe coordinatediseof nu-
merousdistributed heterogeneousomponents,ncluding
adwancecdhetworks,computersstoragalevices,displayde-
vices, and scientificinstruments. The term “The Grid” is
often usedto refer to this emeging infrastructure[5][6].
NASA's InformationPawer Grid andthe NCSA Alliance’s
National TechnologyGrid are two contemporaryprojects
prototyping Grid systems;both build on a rangeof tech-
nologies,ncludingmary providedby the Globusprojectin
whichwe areinvolved. In designingPSEportals,we make
extensie useof thesetechnologiesjncluding Globus ser
vices,suchas



Portal
Display Component;

p-renderer

Monitoring
Components

Administration
\._ Components

p-installer

Science
Components _/:

a-snb |

PSE/
Computing
Portal

Collaboration Design

Components - . Components /-
Compute Resourcey. Security .
Components_4" Components

p-trader | p-broker | p-crypt | p-authemicat4
p-flow p-debug

Figure 2. A computing portal is built with
the help of a variety of portal components
ranging from specializ ed application- spe-
cific portal components to components for
using distrib uted compute resour ces or other
Grid infrastructure

Table 1. Portal Components

Portal Com- || Sub Compo- | Function
ponent nent

Collaboration c-video Video collaboration (eg.

netmeeting)

c-ticker newsserver
Design p-bean JavalDE (eg. Msualhva,
Forte, ..)
p-jsp JavalDE
Science a-snb Application specific pro-

videdby scientists

Compute Re- || p-trader locatescomputeresources
source
p-broler schedulegobs
p-flow dependencieletweerjobs
p-detug dehugsjob execution
gram Glohusjob submission
Security p-crypt sendssecuremessages
p- authenticate thesystem
authenticate
gsi Grid Securityinfrastructue
Administration || p-installer installssoftwareon client
Monitoring p-monitor monitorsthe state
mds Glohus MetacomputingDi-
rectoryService
Display p-renderer displays information from
XML

e theinformationservice(MDS), whichenablesiniform
accesgo information aboutthe structureand stateof
Grid resources;

e an authenticationand authorization service (GSI),
which providesmechanisméor establishingidentify-
ing, andcreatingdelegatablecredentialsand

e a uniform job submissionservice acrossdistributed
schedulingsystemgGRAM).

TheseGrid servicesare often termed“middleware”: they
typically involve a distributed stateand can be viewed as
a naturalevolution of the servicesprovided by today’s In-
ternet. They build the basisfor developinga Grid-based
problemsolving ervironmentbecausemary of the portal
componentsisetheir services.

3.2 Job Submissionand Execution

One of the main servicesa PSEportal mustprovide is
to job submissiorto remoteresources.This mustbe done
in seamles$ashionfrom the desktopwith a singlesign-on
authenticationComputersnustbe locatedandthe compu-
tationmustbestartedontheselectedystemslt is essential
to monitorthe progressof thejob executionandobtainthe
resultsof the calculationthrough,for example,outputfiles
thatmaybemanipulatedocally ontheclientside(thecom-
puterfrom which thejob wasinitiated). We areableto sup-
port suchuniform job submissionwhile using the Globus
metacomputingoolkit to accesssrid resourcesecurely

Authentication The first stepof the job submissioris to
authenticatewith the system. Authenticationis the pro-
cessto verify the identity of an entity. Althoughthe cryp-
tographic algorithms that form the basis of most secu-
rity systems—suchspublickey cryptography—areelatively
simple, it is a challengingtaskto usethesealgorithmsto
meetdiversesecuritygoalsin comple, dynamicproblem
solving ervironments,with potentially large and dynamic
setsof usersandresourcesndfluid relationshipshetween
usersandresources.Authenticationsolutionsfor problem
solving ervironmentsin a ComputationalGrids mustsolve
two problemsnot commonlyaddresseby standardauthen-
ticationtechnologies.

Thefirst problemis supportfor local heterogeneityThe
resourcesavailable in the Grid are operatedby a diverse
rangeof entities, eachdefining a differentadministratve
domain.

The secondproblem supportfor N-way security con-
texts. In traditional client-sener applications,authentica-
tion involves just a single client and a single sener. In
contrast,a Grid-basedPSE may require and dynamically



maintainedresources.Thus, it mustbe possibleto estab-
lish a securityrelationshipbetweenary two processesn
the computatiorusedto solve the problemevenif they are
in differentadministratve domains. To simplify our task
we usethe Grid securityinfrastructurg GSl) thatdealswith
the authentication. GSI policy allows a userto authenti-
catejust onceper computation at which time a credential
is generatedhat allows processesreatedon behalfof the
userto acquireresourcesandsono, withoutadditionaluser
intervention. Local heterogeneityis handledby mapping
a users Grid identity into local useridentitiesat eachre-
source.ln summarythe GSl securitymodelprovidesPSEs
the following advantagessingle sign-onfor all resources,
no needfor userto keeptrackof accountsandpassverdsat
multiple sites,andno plaintext passverds.

Protocol-basedJob Submission Recently Globus has
beenenhancedo includean HTTP-basedbrotocolfor job
submission.Thus, job submissioncanbe initiated from a
client on which no otherGlobus componentareinstalled.
Figure3 shavs the Globuscomponentshatareinvolvedin
sucha job submission.First, one hasto authenticatevith
the system,which is donewith the help of public key in-
frastructureanda proxy delegationwhile generatinga tem-
porarykey. Jobsaresubmittedfrom the client sidethrough
API calls known as gram-submitand gram-request The
gateleepenntheGlobus-enabledesourceserifieswhether
theuseris allowedto submitajob to it andchecksheavail-
ability of theusers public key in a grid mapfile localto the
resourceOnceajob hasbeensuccessfullysubmittedo the
system,it is startedwith the help of the job managerand
its stateis monitoredwith the help of the reporter Dur-
ing startupof ajob ausercanregistercallbackhandlershat
providejob statusupdatesin our Java CoGKit we haveim-
plementedall componentandservicesresponsibldor the
proxy initialization and the job submission. Furthermore
we have replacedhe C-basectallbackservicewith a Java-
basedeventservice. Thus,all componentso submita job
areavailablein pure Java, allowing even Windows clients
to submitjobsto Globusseners.

3.3 Additional Security Issues

In the precedingsectionswe addressedecurityissues
relatedto authenticatiorand authorizationwhile usingthe
securitypolicy suggestedyy Globus. The authorizationto
usea particularGrid resourcecanbe controlledvia a grid-
mapfile andappropriatelyspecifiedyrouppermissiongon-
trolled by thelocal systemadministrators.

Neverthelesswe still have to addressssuessuchasthe
securecommunicationbetweenprograms. To guarantee
privagy, we usethe securitymechanismgrovidedby secure
socletconnectionsywhichwe canobtainthroughGlobusliO.

client side server side

challenge

proxy-delegation

e

grid-proxy-init ) register callback

l job-request

callback handler )} w—__ status :

authentication

Figure 3. The components of the Globus se-
curity infrastructure used during job submis-
sion. All client side components are available
within the CoG Kit as pure Java components.

Thisallowsusto sendmessageanddatain asecurdashion
betweercomputeresources.

4. Java CoG Kit

In the remaindetrof this paperwe focusour attentionon
our Java CoG Kit prototype,which enablesusto build the
componentdistedin Table1 andusedaspartof a PSE.Be-
causeof the large numberof packagesndclassesequired
to exposethe necessarjunctionality of the Globustoolkit,
we focusin this paperon a subsetof the classeghat we
deemmostusefulfor the developmentof PSE-basedsrid
applications.The designof the Javta CoGKit is intendecto
facilitatethe developmentof future component@asa com-
munity project. To supportaniterative proces®f definition,
developmentandapplicationof a Javza CoGKit in collab-
orationwith otherteams,we classify componentsn four
layers. This categorizationprovidesthe necessansubdi-
visionsto coordinatesucha challengingopencommunity
softwareengineeringask.

Low-Level Grid Interface Components provide map-
pingsto commonlyusedGrid services:for example,
the Grid information service (the Globus Metacom-
puting Directory Service, MDS), which provides
Lightweight Directory AccessProtocol (LDAP) [9]
accesgo informationaboutthe structureand stateof
Grid resourcesand services; resouce manaement
services which supportthe allocation and manage-
ment of computationaland other resourceqvia the
Globus GRAM and DUROC services); and data
accessservices for example, via the Globus GASS
service[3].

Low-Level Utility Components are utility functions de-
signedto bereusedby mary users Examplesarecom-



/I Step0. Initialization

MDS mds=nev MDS("www.globus.og","389","0=Grid");
/IStepl. Seach for an availablemadine
result= mds.search
("(objectclass=GridComputeResource)(freenodes=64))",
"contact");
Stepl.a) Selecia madine
machineContact <selectthemadinewith minimal
executiontime fromthe contactsthat are returnedin result>
/I Step2.Prepaethe datafor theexperiment
/I Step2.a) Seach for thedataandreturn
I the attributes:serverport,directoryfile
dn=mds.search
("(objectclass=MoleculeStructureData)(hame=cholera)",
"dn", MDS.SubtreeScope);
result= mds.lookup(dn,"sener,port,directonyfile");
Step2.b) downloadthe datato themadine
url = result.get("serer")+":"+ result.get("port")+":"
+ result.get("directory")+"/"+esult.get("file");
data= senwer.fetch(url, machineContact);
Step3. Prepare a descriptionfor runningthe model
RSL rsl = new RSL("(executable=snb)(processors=64)
(aguments=-ousnhout)
(aguments=-i' + data.filename")");
Step4. Submitthe program
GramJobob = new GramJob();
job.addJobListener(weGramJobListenerf)
public void stateChanged(GramJ@ib) {
/I reactto job statechanges
}
P&
try{
job.request(machineContacs));
} catch(GramExceptiore) {
/I problemsubmittingthejob
}

l/

=

l/

=

l/

=

l/

=

Figure 4. This sample script demonstrates
how we access basic Grid services with the
help of the Java CoG Kit. Here data for a
structural biology code called SnB are lo-
cated, an appropriate machine is selected,
and the calculation is executed on that ma-
chine.

ponentsthat useinformation servicefunctionsto find
all computeresourceghat a usercan submitto, that
prepareand validate a job specificationwhile using
the extendedmarkuplanguage(XML) or the Globus
job submissionlanguage(RSL), that locate the geo-
graphicalcoordinatesof a computeresourceandthat
testwhetheramachines alive.

Low-Level GUI Components provide a basic graphical
componentshatcanbereusedy applicationdevelop-
ers.ExamplesareLDAP attributeeditors,RSL editors,
LDAP browsers andsearchcomponents.

Application-specificGUI Components simplify the
bridge betweenapplicationsand the basic CoG Kit
components. Examplesare a stock market monitor,
a graphical climate data display component,or a
specializedsearchenginefor climatedata.

Figure4 shavs how a small setof servicesprovided by
the Java CoG Kit may be usedin practice. This Java pro-
gramskeletondemonstratesow simpleit is to build portal-
specificserviceavhenaccessin@ varietyof basicGrid ser
vicesthroughthe Java CoGKit. In this example,anappro-
priatemachinds selectedor execution,datafor aninstanti-
ationof a problemspecificalgorithmis determinedandthe
job is executedon thatmachine resultingin the generation
of anoutputfile.

4.1 Low-Level Grid Interface Components

We describeherea subsetof packageghat provide the
interfaceto the low-level Grid servicesand applicationin-
terfaces.Thesepackagesreusedby mary userso develop
Java-basegrogramsn the Grid. We describeonly thegen-
eralfunctionality of thesepackagesA completelist of the
classesandmethodsaccompaniethe distribution [18].

RSL The packageorg.globus.isl provides methodsfor
creatingmanipulatingandcheckingthevalidity of the Re-
sourceSpecificationLanguage(RSL) expressionsusedin
Globus[8] to expressresourcerequirements As shovn in
Step3 of Figure4, the algumentgo a new call includepa-
rameterghatspecifybothcharacteristicef therequiredre-
sourcesandpropertiesof the computation.

GRAM The packageorg.globus.gam provides a map-
ping to the Globus ResourceéAllocation Manage(GRAM)
serviceq8], which allow usersto scheduleandmanagee-
mote computations. The classesand methodsdistributed
allow usersto submitjobs, bind to alreadysubmittedjobs,
andcanceljobsonremotecomputersOthermethodsallow
usersto determinewhetherthey cansubmitjobsto a spe-
cific resourcgthrougha Globusgateleeperandto monitor
thejob statugpending active failed,done andsuspendeqd

As shown in Step4 of Figure 4 the classGramis used
to createa job with an RSL string describingthe job anda
machinecontactthatdeterminesn which machinethejob
is requestedor execution. Our Java mappingdiffersfrom
thatprovidedin Globusfor C throughtheintroductionof a
formal job object,aswell asthe availability of a sophisti-
catedeventmodelin Java. Ourimplementatiorutilizesthis
event model and transfersthe C callbacksinto equivalent
Java events. In Java one cannow usethreadsin orderto
“listen” to a particulareventthatcantriggerfurtheractions.
A Java interface G- amJobLi st ener that containsthe
methodst at eChanged( GramJob j ob) canbe used
to definecustomizedob listenerghatcanbeaddedwith the
GramJobmethodaddLi st ener (GramJobLi st ener
listener).



MDS The packageorg.globus.mdssimplifies accessto
the MetacomputingDirectory Service(MDS) [15], which
is animportantpart of the Globusinformationservice. Its
functionsinclude (a) establishinga connectionto an MDS
sener, (b) queryingMDS contents(c) printing,and(d) dis-
connectingfrom the MDS sener. The packageprovides
anintermediateapplicationlayerthatcanbe easilyadapted
to differentLDAP [9] clientlibraries,includingJNDI [10],
NetscapesDK [11], andMicrosoft SDK [13].

As shavnin Stepl of Figure4, the parameterso initial-
ize the MDS classarethe DNS nameof the MDS sener,
the port numberfor the connection,andthe distinguished
name(DN) that specifiegheroot for a searchin the direc-
tory tree. A searchis performedn Step2a;thefirst param-
eterspecifieghetop level of thetreein which the searchs
performedthe seconcharametespecifiegshe LDAP query,
andthethird parametespecifieshe scope thatis, for how
mary levelsin the treethe searchshouldcontinue(in our
casepnly the next level). Searchresultscanalsobe stored
in aNamingEnumeratioprovidedby JNDI.

GASS TheGlobal Accessto SecondanStorage(GASS)
service[3] simplifies the porting and running of applica-
tionsthatusefile I/O, eliminatingthe needto manuallylog
ontositesandftp files or to install a distributedfile system.
The packageorg.glohus.gassprovides an essentialsubset
of GASSservicesto supportthe copying of files between
computerson which the Grid Servicesare installed. The
methodget(Stringfrom, Stringto) copiesa remotefile to a
localfile, andthe methodput(Stringfrom, Stringto) copies
alocalfile to aremotelocation. The fetch methodusedin
our example(Figure4) providesa corvenientwrapperand
usesnternallythe previously mentionedyet method.

4.2 Low-Level Utilities

Thelow-level utility classegurrentlydefinedin the CoG
Kit provideanabstractatatypaepresentinggyclic graphs
andbasicXML parsingroutines. The graphclassis used,
for example,to accesslependenciebetweerjobs,a major
requirementfor PSEs. The XML classesare usedto pro-
vide transformationbetweerdifferentdataformats.Using
XML hasthe advantagethat a DocumentType Definition
(DTD) thatis definedfor thesedataformatscanbe usedto
verify whetherarecordto betransmitteds well formedbe-
foreit is sentto a sener. Thustheload on senerscanbe
dramaticallyreduced.The availability of a dependengbe-
tweenjobsis a significantextensionto the existing Globus
low-level applicationinterface.Iln addition,we havedefined
a generalconceptof a madine and job broker interface
Thisenables programmeto definea customizedelection
of machinesandjobs dependenbn his demand.We have
usedthis technologyas part of a high-throughputbroker

i

Figure 5. A broker interface allows us to
specify an easy way to develop compatib le
components relying on this interface . Jobs
and machines are selected based on a pre-
defined access/security policy as well as a
scheduling policy. The policies may be gen-
erated dynamicall y based on other system in-
formation.

thatis implementedn Java but canalso exposedthrough
CORBA objects. The GECCO applicationintroducedin
Sectiond.4useghe Java-basednachineandjob brokers.

The broker is a good example of a universally useful
componenfor PSEdevelopersaswell asGrid users.Here
a setof jobs andmachineds storedin two tables. Depen-
dent on a schedulingand accesspolicy, a machineis se-
lectedandajob is scheduledor the executionon this ma-
chine (seeFigure 5). We have defineda simpleinterface
outlinedin Figure6. Thisinterfaceallowsusto addjobsand
machinego the setssothatit is possibleto administerthem
dynamically With thehelpof thisinterfacewe have defined
multiple schedulingpoliciessuchasfirst-come-first-sered
andload balancingbasedon resourcecharacteristicsCur-
rently we areinvestigatingthe useof economymodelsfor
schedulingobsto machines.

4.3 Low-Level GUI Components

The Java CoG Kit low-level GUI componentsprovide
basicgraphicalcomponentshat canbe usedto build more
adwancedGUI-basedapplications. Thesecomponentsn-
cludetext panelghatformatRSL strings tablesthatdisplay
resultsof MDS searchguerieq17], treesthatdisplaythedi-
rectoryinformationtree of the MDS, andtablesto display
HBM andnetwork performancelata. Eachcomponentan
be customizedandis availableas JavaBean. In future re-
lease®f theJava CoGKit it will bepossibleto integratethe
beanin aJava-baseds Ul compositiortool suchasJBuilder
or VisualCafe.



interfacebroker ... {
addJob(JobDescriptigob)
deleteJob(JobDescriptigob)
addMachine(MachineBeription machine)
deleteMachine(MdtneDesciption machine)
setAccessPoli¢BrokerAcaessPdty policy)
setSchedulingPol¢BrokerSchelulingPolicy policy)

MachineDescriptiometMachine()
JobDescriptiorgetJob()

Figure 6. This code fragment shows the ele-
mentar y methods of the broker. Jobs and ma-
chines can be added. The job and machine
returned by the get methods are defined by
the policies and the algorithms defined by an
object instantiation of the interface .

4.4. PSEApplication Level Utilities and GUI Com-
ponents

High-level graphicalapplicationscombinea variety of
CoGKit componentdo deliver a singleapplicationor ap-
plet. Theseapplicationscanbe combinedto provide even
greaterfunctionality. The usershouldselectthe tools that
seemappropriatdor the task. To demonstratéhe rangeof
applicationswe have includeda setof screendumpsthat
highlight the look andfeel of someapplicationsdeveloped
to date.

GECCO The Graph Enabled Console COmponent
(GECCO)is agraphicaltool for specifyingandmonitoring
the executionof setsof taskswith dependenciebetween
them[16][14]. Specificallyit allows oneto

1. specifythejobsandtheir dependenciegraphicallyor
with the help of an XML-basedconfiguratiorfile;

2. delugthespecificatiorin orderto find erroneouspec-
ification stringsbeforethejob is submitted;and

3. executeand monitor the job graphicallyand with the
helpof alog file.

As showvn in Figure7, eachjob is representedsa nodein
thegraph.A job is executedassoonasits predecessorare
reportedio have successfullycompleted.The stateof ajob
is animatedwith colors. It is possibleto modify the specifi-
cationof thejob while clicking onthenode:A specification
window popsup allowing the userto edit the RSL, the la-
bel, and other parameters.Editing can also be performed
duringruntime (job execution),henceproviding for simple
computationasteering.

>{ GECCO: Graph Enabled Control COmponent
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Figure 7. The Grid Enabled Console COmpo-
nent (GECCO) allows the user to specify de-
pendencies between tasks that are to be exe-
cuted in the Grid environment.

High-Thr oughput Broker We have developeda proto-
type of a high-throughpubroker to testwhetherthe inter-
facesand classesallow oneto easily generatehigh-level
componentshatsimplify job maintenancéasksfor certain
problem-solvingstratgyies. Oneof the tasksthathasbeen
identifiedandis commonto mary solution stratejiesis to
performa parametestudy[2][4]. Thatis, analgorithmis
repeatedlyexecutedwith a variety of parametersOur sys-
temis basedn theinterfaceof a broker andthusallows us
to clearly separatehe GUI presentatiorfrom the function-
ality (Figure8). Theprototypelooksfor computeresources
availablein a pool of machinedormedby a Grid informa-
tion servicewith the help of the Globus MDS. From this
pool we selectthoseresourceghat areidle and are avail-
ablefor calculation.If aresourcas notableto fulfill ajob
(becauseof connectiontimeoutor excessve time needed
to completethejob), theresourcds automaticallyremoved
from the setof viable candidates.The setof resourcesas
well asthoseremoved from the list can be manipulated
throughan interactive shell. A similar interfaceexists for
the jobs. Specialattentionhasto be placedon the imple-
mentatiornof suchabroker. Althoughit is possibleto spavn
for eachjob andmachinea threadthatmaintaingheappro-
priateobject,we have choserto maintainthe jobsandma-
chinesin lists to avoid the overheadassociateavith threads
and the expectedresourcelimitations on the machineon
which the systemis running. Thus,we areableto handle
submissionghat maintain10,0000r morejobs, a taskthat
would otherwisebeimpossible.

5. Installation and Upgrading

An importantfunction that mustbe provided by a PSE
is to install andupgradethe softwarethataccessethe var
ious servicesexposedaspartof its design.Using Java will
provideuswith severaloptionsfor deploying ourclientsoft-
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Figure 8. A high throughput broker allows the
submission of many jobs as part of a prob-
lem. After all jobs are completed a solution of
the problem can be obtained. The progress
of the calculation is monitored with a GUI.

ware.In additionto traditionalmethodsof deliveringclient
softwareto beinstalledandconfiguredprior to its use,we
candevelopthin-clientsoftware,which canbedynamically
installedor updatedaswell asloadedat time of use.

Preinstallationof the software in the form of a stand
aloneapplicationor alibrary is corvenientfor applications
thatwould take too long to beinstalledvia a network con-
nection (Figure 9). This stratgy is today usedby mary
commercialportalsaspartof their accessoftwareenabled
with the help of so-calledbrowserplug-ins. Nevertheless,
we recognizethe fact that it is sometimesot possibleto
install ary softwareontheclientcomputebecaus¢heuser
doesnot have sufficient accesdo it. This requires,at the
costof additionaldownloadtime, downloadingthe appro-
priatejar files from a well-definedURL. In both casesit
will be possibleto augmentthe jar files with authentica-
tion measuresn the form of certificates. Thesewill allow
clientsto identify the sourceof the codeupondawnloading
our softwareandto verify thatit canbe trustedfor useon
their systems.

6. Summary

Commodity distributed-computingechnologiesenable
the rapid constructionof sophisticatectlient-sener appli-
cations. Grid technologiegprovide advancednetwork ser
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Figure 9. The installation of the CoG Kit onto
a client can be done prior to the start of the
application as a standalone application or
the installation of a library or during an on-
demand execution.

vicesfor large-scalewide area multi-institutionalenviron-
mentsandfor applicationghatrequirethe coordinateduse
of multiple resourcesIn the CommodityGrid project,we
seekto bridge thesetwo worlds so asto enableadvanced
applicationsthat can benefitfrom both Grid servicesand
sophisticatedommoditydevelopmentervironments.

The Java CommaodityGrid Toolkit (CoG Kit) described
in this paperrepresents first attemptat creatingof sucha
bridge. Building on experiencegainedover the pastthree
yearswith the useof Javain Grid environments,we have
defineda setof classeghat provide the Java programmer
with accesgo basicGrid servicesenhancedervicessuit-
ablefor the definition of desktopproblemsolving erviron-
ments,and a rangeof GUI elements. Initial experiences
with thesecomponentshave beenpositive. It hasproven
possibleto recastmajorGrid servicedn Javatermswithout
compromisingon functionality Somesubstantialarza CoG
Kit applicationshave beendeveloped,andreactionsfrom
usershave beenpositive.

Our futurework will involve the integrationof moread-
vancedservicesinto the Java CoG Kit andthe creationof
other CoG Kits, with CORBA, DCOM, and Pythonbeing
early priorities. We alsohopeto gain a betterunderstand-
ing of wherechangeso commodityor Grid technologies
canfacilitateinteroperabilityandof wherecommoditytech-
nologiescanbe exploitedin Grid ervironments.

With the help of the CoG Kits we have prototypeda
portalto a structuralbiology problemsolvingervironment.
Otherprojectsarecurrentlyinvestigatingheuseof the CoG
Kit to simplify the accesgo Grid resourcesSuchprojects
includethe astrophysicportal Cactusthe NCSA Userpor
tal, and SDSCHotpage. The requirementdemandedy
suchprojectshaveinfluencedurpresentlesignandwe are
collaboratingwith projectdevelopersto enhancehe com-
ponentswve provide in the CoGKit. Mostrecently we have



startedto addressheintegrationof componentsleveloped
by othercollaborators.
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