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ABSTRACT
Publishing and sharing data is critical to fostering collaboration
and advancing scientific research. Data portals are commonly used
to organize, publish, and securely disseminate data—a critical step
toward making data findable, accessible, interoperable, and reusable
(FAIR). However, the diversity of scientific data types, sizes, and
their location present significant challenges, e.g., it is difficult for
portals to accommodate heterogenous research products when us-
ing strict metadata schemas and rigid interfaces. Thus, there is
a need for a user-customizable data portal solution that enables
rapid creation of new portals that may be tailored to a researchers
needs while accommodating distributed data sources and engag-
ing advanced computing resources. In this paper, we present the
Django Globus Portal Framework (DGPF), a tool designed to help
users rapidly create secure, customizable, and extensible data por-
tals. DGPF is a powerful and flexible framework that builds upon
the Globus platform for authentication, data sharing, creation of
automation flows, and search capabilities, allowing for seamless
integration with existing research workflows. We present the de-
sign and implementation of the DGPF and describe our experiences
operating the Argonne Community Data Co-op (ACDC)—a collec-
tion of DGPF portals with over 1 M records and over 100 TB of
published data that has been accessed by more than 300 users.
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1 INTRODUCTION
Sharing scientific data is an essential part of the scientific process
and a key factor in driving progress. When scientists share their
data, they allow other scientists to replicate their experiments, vali-
date their results, and build upon their findings. This helps to reduce
the likelihood of errors, increase transparency and credibility in
scientific research, and foster collaboration. Further, sharing sci-
entific data enables interdisciplinary research, where experts from
different fields can work together to address complex problems.

Data portals play a crucial role in facilitating the sharing of sci-
entific data and making it findable, accessible, interoperable, and
reusable (FAIR). Data portals act as a nexus for organizing and dis-
seminating data, incorporating advanced search and visualization
tools that help users quickly and securely discover and access data,
providing efficient methods to access and download data, and in
some cases providing active components to manage downstream
scientific tasks (e.g., reconstruction). Further, by standardizing the
format of metadata, portals can ensure data quality and compati-
bility, and provide a permanent and secure repository to preserve
valuable data.

In prior work, we presented the Modern Research Data Portal [8]
(MRDP)—a design pattern for providing secure, scalable, and high
performance access to research data. The central ideas of the MRDP
pattern are 1) that control logic is decoupled from data storage;
and 2) crucial functionality (e.g., data transfer) is outsourced to
reliable and performant cloud-hosted services. Collectively, these
two approaches increase performance and reduce development
and operations costs. The reference implementation of the MRDP
offered a simple web-based user interface for researchers to share,
discover, and access scientific data. It also used Globus [11] services
for data transfer, user management, and access control. The MDRP
is designed to support collaborative research communities, enabling
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researchers to share data with other members of their community,
regardless of their physical location, type or size of data, or the
systems they use.

In this paper we revisit the MRDP pattern we first proposed in
2018 and review our experiences applying it to various data sharing
scenarios. We describe our need to implement a more active and
customizable reference implementation, integrating cloud-hosted
search capabilities, on-demand computation, and sophisticated re-
search flows. We implement this new instance of the MRDP pattern
in the Django framework, the Django Globus Portal Framework
(DGPF). DGPF is designed to facilitate the rapid deployment of
project-specific data portals that allow sharing of scientific data in
a secure, scalable, and user-friendly manner. The DGPF is publicly
available on GitHub [30].

In the remainder of this paper we review the needs of the scien-
tific community in §2, before presenting the design and implemen-
tation of the DGPF in §3 and its integration with Globus services.
We describe how the DGPF is used in §4 and then, in §5, showcase
the capabilities of the DGPF by reviewing several real-world imple-
mentations of DGPF portals, with particular focus on the Argonne
Community Data Co-Op (ACDC)—a collection of DGPF portals
currently operating for a diverse range of Argonne projects. We
present related work and conclusions in §6 and §7.

2 RESEARCH DATA PORTAL REQUIREMENTS
There have been many implementations of the MRDP pattern since
it was first presented in 2018 [13, 22, 32]. Reviewing these portals
has highlighted the key roles and requirements of research data por-
tals and our experiences have identified several new requirements,
which we describe below.

Discoverable: The primary role of a data portal is to make data
searchable and discoverable. This is typically achieved by indexing
metadata into a database or catalog that facilitates search and allows
for annotation. However, scientific data comes in many forms and
sizes, with useful metadata that may be embedded within the file
contents, filename, or even data types. It is essential to be able to
capture this wide array of data and metadata in order to facilitate
efficient search across heterogeneous datasets.

Customizable: We have found that different portals have very
different requirements. As such it is important that portals can be
customized and extended to enable users to configure what and
how data and metadata are displayed to the user. For example, a
developer may choose to present data in ways that best provide
insight into quality and accuracy of the results. Images depicting
some aspect of the dataset are a common approach to conveying
information about the data. Further, many research portals require
customizable features, such as search facets, to rapidly filter through
results on well known dimensions, while others may need visual-
ization tools and embed interactive capabilities to explore datasets.

Active datamanagement: The rapid growth of data-generation
capabilities presents both a challenge and opportunity for data por-
tals. Large scientific experiments can generate data at extreme rates
and volumes, making it impossible for a user to manually process
every dataset, and even impractical to act on many data using local
resources. Indeed, data portals provide a mechanism to catalog
large datasets, but can also serve as a central interface to access

and act on distributed data. With appropriate integrations, a portal
can transcend discovery and be used to orchestrate, manage, and
perform analysis, for example.

Fine-grained access control: Research data portals require
multi-faceted security mechanisms that support precise and reliable
access control. Lapses in security can be catastrophic if private
data are inappropriately shared. Thus it is critical that data are
only discoverable and accessible to authorized users. This is further
complicated by the need to manage access control at a per-record
level, enabling users to share specific data, records, or entire catalogs
in a transparent and understandable way.

From these requirements we propose extending the MRDP pat-
tern in a new data portal framework. Our framework includes the
necessary packages to quickly and securely create and deploy a
MRDP.

3 DJANGO GLOBUS PORTAL FRAMEWORK
We designed the DGPF architecture, depicted in Figure 1, to satisfy
the requirements described in §2. DGPF combines a Django Web
framework front-end with a Globus back-end, providing a highly
customizable user experience with high performance data man-
agement capabilities to securely visualize and act upon large and
distributed data (accessible via Globus). The DGPF, as a Django-
based framework can be easily deployed and extended, and builds
upon well understood and trusted authentication fabric. Here we
describe the DGPF and the building blocks upon which it is imple-
mented.

3.1 Django Framework
The Django Framework provides a number of strengths which
make it attractive for building data portals. Most notably, the built-
in Django ORM [18], which provides an abstraction for database
models, and the Django Template Language, which enables straight-
forward customization of HTML web template pages in a Django
application. Further, Django has an extensive ecosystem of pack-
ages that can be integrated to add new functionality.

Our implementation depends on the Python Social Auth [3]
package to implement OAuth2 [21] and Open ID Connect [26] spec-
ifications for many authentication back-ends, including Globus [31].
Python Social Auth defines database models for storing user to-
kens and ties into the standard Django User Model. This level of
abstraction is ideal for many applications, which may not require
knowledge of the underlying authentication mechanisms, but con-
tain sensitive views or functionality that can only be accessed by
authorized users. This integration allows both for the incorporation
of Globus Services through the availability of Globus Access tokens,
but also provides the high level authorization mechanisms within
Django, which can be assumed and used by third party package
developers.

DGPF bundles a handful of Django templates to make the pro-
cess of starting a new portal fast and easy. The Django Template
Language enables DGPF templates to be overridden and customized
to suit the needs of the specific data portal and use cases.
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Figure 1: An overview of the DGPF architecture. Users interact with DGPF via HTTPS requests to a Django web service. Python
Social Auth communicates and Globus Auth to allow users to authenticate using existing identity providers. Portal records
are populated from Globus Search and results can optionally be acted upon using other Globus services, such as third-party
transfer via Globus Transfer.

3.2 Globus
Globus is a cloud-hosted research data management platform that,
among its many capabilities, supports high-performance and secure
data movement, rich data search, and flexible identity and access
management. Globus implements a comprehensive security fab-
ric that supports authentication via hundreds of existing identity
providers and facilitates secure access to both data storage and
compute resources as well as external resources. This coupling
allows DGPF portals to seamlessly integrate with research comput-
ing infrastructures, enable secure access to data stores, and reuse
well-known identities and authentication mechanisms.

3.2.1 Search. Globus Search [1] is a cloud-hosted service that al-
lows users to create, populate, and curate indices of searchable
metadata. It implements a rich, full-text search model, offering var-
ious common search patterns (e.g., wildcard, range queries, search
facets). Globus Search implements fine-grained security model in
which each record (i.e., set of metadata associated with an entity)
has associated visibility permissions that can be restricted to arbi-
trary users or groups [9]. These capabilities are ingrained in the
Globus Search APIs, providing visibility-filtered query results that
restrict data discoverability to only authorized users.

Globus Search is built on ElasticSearch [20] and therefore sup-
ports a broad query language that facilitates a wide range of perfor-
mant, free text and structured queries. Each Search index can have
up to 1000 statically typed keys, or distinct fields within a metadata
record, which can be used when performing searches. This static
typing allows queries to encompass date ranges, free text, and other
query properties. There is no explicit schema that an index must
follow, instead, the index’s schema is dynamically created as new
data are added. DGPF uses Globus Search as the means to store and

organize metadata. Each data portal has an associated Search index,
where any data ingested into the index are then rendered through
the portal.

3.2.2 Globus Auth. Globus Auth is an identity and access man-
agement system which brokers authentication and authorization
between end users, identity providers, and Globus Services. It re-
places the need to track usernames and passwords for each service
and allows for interoperability with existing identity management
systems.

When a user logs into a DGPF portal they are taken through an
authentication flow (OAuth2) through a selected identity provider
(e.g., an institution, ORCID, Google). Once redirected back to the
portal, access tokens can then be requested on behalf of the user.
These access tokens are used to authorize actions on other external
services (e.g., Globus Search, Globus Transfer). Access tokens are
issued by Globus Auth and can be stored for the duration of the
user’s session, until they expire, or until the user revokes them via
logout.

A Globus Access token, when introspected by a service such
as Globus Search, is used to derive information about the user
and what their consents are for requested resources. When a user
performs a query for confidential information within a search index,
Globus Search uses the access token and Globus Auth to determine
whether the user is permitted to access the results.

The OAuth architecture provides flexibility in its design. Ac-
cess control decisions are outsourced to Globus services and can
be managed externally through Globus Auth and Groups. Portal
developers need only to obtain service tokens for their preferred
service and Globus Auth will determine authorization for a user’s
requested resources.
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3.2.3 Globus Transfer. Globus Transfer [2] allows users to access
and transfer large amounts of data quickly and securely. It pro-
vides an intuitive web interface and REST API for users easily to
initiate transfers, monitor their progress, and view transfer histo-
ries. Under the covers, it maximizes transfer speed by leveraging
high-performance networking infrastructure, such as dedicated
wide-area networks and high-speed data transfer nodes.

Integrating Globus Transfer into DGPF allows users to act on
remote datasets (e.g., to download them, move them directly to an
analysis machine, or archive them). Globus implements a unique
data authorization model via which access permissions can be asso-
ciated with remotely stored data. Thus, DGPF can manage access
to even remote data to meet user needs. A common practice is to
grant public access to metadata about records within Globus Search
(such that they can be discovered), but constrain access to the data
on a Globus Collection to a set of authorized users. This means that
while metadata records are discoverable, access to the underlying
data requires authentication, which can be requested within the
portal.

3.2.4 Automation Services. Globus Automation Services [12] pro-
vide the capabilities to process data from scientific instruments and
describe tools that enable convenient specification of high-level
flows that combine diverse actions with a flexible mapping onto
diverse physical resources to meet reliability, scalability, timeliness,
and security goals as an experiment runs. Flows are composed by
linking distinct actions, or steps, into a pipeline of data manage-
ment and analysis tasks. A common application of these flows is
to perform analysis steps and then publish metadata into a search
index. This allows for the end-to-end automation, from data capture
and analysis, through to the extraction of metadata and publication
of the data to a portal.

3.3 Plugins
Here we outline exemplar integrations we provide as Django plug-
ins that can be incorporated into a DGPF portal to meet the diverse
needs of scientific use cases.

Token-based HTTPS rendering: A common feature for en-
riching content within a portal is to embed images and files. Rather
than requiring these data be present on the portal itself, we leverage
Globus’s ability to retrieve content over HTTPS. This allows media
such as images or raw text to be displayed in search results where
it is contextually most helpful. DGPF provides this functionality
by employing Globus Auth tokens when requesting remote data,
allowing data to be retrieved while respecting authentication by
restricting data to users granted access through Globus Transfer
ACLs.

Globus Flows: It is often beneficial to be able to perform a
curated analysis task on a dataset discovered through a portal. Inte-
grating Globus Flows into a portal allows the user to act on data in
a predefined way. For example, a common requirement is to repro-
cess a dataset using a new set of input parameters. Reprocessing
refers to querying data already cataloged within a portal, selecting
input parameters, and re-running it through an analysis flow to
produce a new dataset.

Globus Transfer: DGPF portals can catalog millions of entries,
many of which may reflect files available through Globus Trans-
fer. We provide an plugin to include Globus Transfer accessibility
within a portal, making it easy to reference and act on individual
files or entire collections of data through the portal. The Transfer
integration allows users to select entries within a portal and initi-
ate a transfer to, if permitted, move those data to another Globus
endpoint.

4 USING THE DGPF
The manner in which a user engages with DGPF depends on their
desired action, from using the portal to discover data, to publishing
and reprocessing datasets, or establishing and deploying a new
portal. Here we describe how users engage with DGPF portals in
these different contexts.

4.1 DGPF Views
The DGPF package supports three principal search views: Index se-
lection, general search, and a detailed record view. Custom plugins,
such as processing through Globus Flows, often have an additional
view to act on a collection of data. As illustrated in Figure 2, the
index selection view supports selection from among multiple Globus
Search indices. On selecting an index, the general search view is
presented to the user, as shown in Figure 3. This provides access to
the catalog’s query and faceting features. The results of a user query
are presented with a customizable list of search results. Selecting
a specific result brings up the record’s detail view, as shown in
Figure 4.

The interface for the search view translates the user’s query into
the request to Globus Search. User queries are captured in each
URL, and can be shared with other users. Each DGPF portal will
have different faceted information reflecting the given data and
custom templates to display search results and record details. The
details view can be customized extensively, requiring the developer
to carefully consider how best to structure a record’s metadata.
Additionally, developers may also manipulate the styling of the
core templates to brand all pages.

4.2 Publishing, Browsing, and Acting on
Records

Records can be published into Globus Search through two ap-
proaches: batch, or online. In the batch model, existing data can
be cataloged and inserted into a Search record as a one-off pro-
cess. This involves parsing a filesystem or Globus Collection (see
Xtract [28]) and inserting a record for each dataset. The online pro-
cess adds records to an index as they are generated. This is typically
achieved in DGPF portals using Globus Flows for active publication
of data as an experiment takes place. Online publication comes with
a number of advantages, including a rapid turn-around time for
experiments and the option to drive the decision making process of
the experiment itself. Publication usually consists of transferring
data into a Globus Collection and ingesting metadata about the files
into Globus Search. From there, records can then be viewable by
users.

Once a portal is populated a user may authenticate and interact
with the records. Once authorized, the user is able to issue search
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Figure 2: The index selection view of the Argonne Community Data Co-op. Users can select an available portal to search within.
Visible portals are restricted via access control lists, so users can only select portals which they are permitted to access.

Figure 3: The default search view of the Serial Crystallography portal. The search bar is shown at the top and relevant facets
can be selected on the left. Results from the search are listed on the right. This portal includes a figure depicting the sample’s
collection alongside each record.

queries into the search bar, filtering results via facets, and inspecting
specific records. While the user may have access to the portal, they
do not necessarily have access to all the portal’s contents. Each
entry has its own access control, permitting discoverability and
access to specific users, groups, or public.

When enabled with Globus Flows integration, a portal can be
used to initiate a flow to act on selected data. This capability is typ-
ically used to reprocess data that already resides within the portal.
Using a custom view users can specify new analysis configurations
or input variables and tag the runs with a custom name so as to
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Figure 4: The detailed record view in the XPCS portal. Applicable actions, such as downloading or transferring the associated
data, are available as buttons at the top of the page. A table of contents allows the user to navigate to relevant metadata and
figures are prominently included to provide context to the data.

distinguish the results from existing records. Once a flow is initiated
it will generally transfer the data from the location it is stored to
an intermediary compute resource to perform analysis. Metadata
are then extracted from the newly created results and published
back into the portal with a new tag to identify them.

4.3 Portal Development
The DGPF package provides a template to quickly bootstrap new
portals. The template includes authentication, a set of simple search
views, and templates to render a simple search interface. Before
deploying a new DGPF portal a developer must first create a new
Globus Auth client to manage authentication and authorization, and
a Globus Search index to store data for the portal. This gives users
a working portal out-of-the-box that can be modified to include
existing components to fit their use case.

Deploying DGPF portals is similar to other Python WSGI appli-
cations. DGPF can be deployed with any number of popular web
service tools, such as Apache or NGINX. The outsourcing of much
functionality to external Globus services means the portal requires
very few resources.

When deploying a new portal the administrator must select an
appropriate database and credential storage mechanism. DGPF does
not restrict database selection, any Django-supported database may
be used. The database is primarily used for storing temporary user
information, such as Globus access tokens and steps must be taken
to ensure it is kept secure. The second consideration relates to the
storage of the Globus App client credentials and Django security
key. The Globus App credentials are used during the Globus Auth
flow when performing user login, and are typically stored outside
the database in a configuration file or as environment variables.

The Django Secret Key is used for cryptographic signing of user
sessions and ensures users are logged in between requests.

The process to create a new portal is described extensively in
the DGPF documentation [16]. The process is also encoded in the
DGPF Cookiecutter [14], providing a recipe that installs and walks
through the development of a DGPF portal.

5 ALCF COMMUNITY DATA CO-OP
The Argonne Community Data Co-Op (ACDC) is a collection of
DGPF portals designed to support collaborative research communi-
ties by providing a secure and scalable infrastructure for publishing
and sharing scientific data. ACDC currently supports 11 distinct
portals and serves 340 users; these portals currently catalog 1.05
million records that comprise over 120 TB of indexed data. Publica-
tions to these portals are growing steadily, as depicted in Figure 5,
which shows flow executions that have published data to two of
the portals (XPCS and SSX) since 2020. Each flow added or updated
information in their respective portal, with XPCS flows typically
adding entirely new records and SSX flows updating the record for
the sample currently being processed. Overall, more than 80 000
flows have been run by these two use cases.

Here we discuss our experiences developing, deploying, and
operating a collection of DGPF portals for the ACDC.

5.1 Deployment and Usage
ACDC is deployed on an Amazon EC2 instance. It uses NGINX
to handle requests and uWSGI as the interface for processing the
requests via Python. uWSGI is run as a separate linux service. This
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Figure 5: Number of Globus Flows run by the SSX and XPCS portals over time for the purpose of data publication.

setup allows NGINX to serve static files while handing off dynamic
requests to uWSGI.

The code for various portals served within ACDC are managed
as separate Github repositories. Each repository includes a Python
package with a Django application. These applications can be run
standalone for local testing. Upon request, a portal repository can
be included into the collection of ACDC portals.

5.2 ACDC Portals
The Materials Data Facility (MDF) [4, 5] provides a simple way
to publish, discover, and access materials datasets. A key aim of
MDF is to build data services and portals for materials researchers
that promote open data sharing, simple publication, coupled with
powerful data discovery interfaces to encourage data discovery and
reuse. The MDF portal is available within the ACDC, and contains
over 650 materials datasets, consisting of over 80 TB of data. Users
can self-publish datasets into the MDF and manage fine-grained
access control over their records to facilitate sharing.

The MDF highlights two clear needs relating to security and cus-
tomization. Data published to the MDF require strict enforcement
of access control, along with the flexibility to share specific records,
collections of data, or entire catalogs. The MDF also implements
custom branding, requiring the portal to accommodate site-wide
templates.

X-ray photon correlation spectroscopy (XPCS) [23] is an
experimental technique used at Argonne’s Advanced Photon Source
(APS) to study dynamics in materials at nanoscale by identifying
correlations in time series of area detector images. The APS operates
as a user facility where users submit a proposal and, if successful,
are allocated resources and expertise to perform their experiment.
The APS’s Data Management system (DM) [33] can be used during
data collection to manage data storage and create a Globus Group
consisting of the users performing the experiment and initiate
analysis flows. This flow accepts the Globus Group and data files as

input and performs analysis at Argonne’s Leadership Computing
Facility before publishing results, with group access control, to the
XPCS portal.

Once the data are in the portal, a secondary mode of processing
can be applied to reprocess data using the Globus Flows plugin.
Here, the general search functionality is used to collect and filter
datasets in bulk, and new input parameters are selected. A new flow
is started for each dataset and results are published to the portal
with the new metadata label.

Our experiences with XPCS highlighted the need for customiza-
tion. The XPCS portal has undergone a number of iterations to
optimize facets, prioritize figures, and enable users to select (and
remember) which images should be visible in the detailed record
view.

Synchrotron serial crystallography (SSX) [27] enables the
study of protein and enzyme dynamic processes with time res-
olution with light activation, very low X-ray dose, and at room
temperature. SSX relies on rapidly imaging small crystal samples
1–2 orders of magnitude faster than traditional crystallography
techniques, gathering data at rates that necessitate the use of HPC
resources for data processing and analysis.

Serial Crystallography data are collected in the form of many
small images, consisting of tens to hundreds of thousands of images
per sample and generated at 10–100 Hz. Due to the quantity of
data, each analysis flow is designed to act on a batch of 256 images.
The SSX flows process these data and compute statistics of for the
current sample. These statistics, results, and an overview figure are
then published to the portal. The portal is used by beamline scientist
to actively monitor samples and determine when sufficient data
have been collected and a new sample can be analyzed. Similarly,
if the current sample is performing poorly it can be replaced.

The SSX portal exemplifies the need for interactivity. Using the
portal as a means of monitoring an ongoing experiment requires
that it be responsive as new data are made available. This use case
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is common for ACDC portals and makes the portal central to the
active research process.

6 RELATEDWORK
Numerous platforms have been developed with the purpose of en-
couraging data sharing and publication [10, 25]. Dataverse [15]
provides a way to publish scientific data, increase visibility, and
associate persistent identifiers. Zonodo [17] is another product that
allows researchers to publish research artifacts, including papers,
datasets, and software. Both Dataverse and Zonodo implement
the traditional data portal model in which data and catalog are
co-located, and thus suffer from an inability to exploit high perfor-
mance external data storage services or to outsource functionality
to robust cloud-hosted services.

The Common Fund Data Ecosystem [7] consists of datasets from
several different NIH Common Fund projects. It is similar to ACDC
in that it serves as a location to publish datasets from different
organizations. However, CFDE requires strict structure to ensure
datasets in the catalogue match the pre-defined schemas. Face-
Base [6] is a data repository designed to collect and compile the
biological phenomena to construct the human face and derive the
causes of common disorders.

Scientific gateways are a common approach to combining data
and compute and simplifying the user experience for acting on
large datasets. Apache Airavata [24] is a middleware framework
for developing scientific gateways that can compose, manage, and
execute applications and workflows. Galaxy [19] provides tools for
users to construct workflows using a graphical interface and then
apply them to available datasets. Tapis [29] is another example of a
scientific platform that aims to simplify using research computing
resources and managing scientific data.

DGPF differs from existing data services by providing a light-
weight tool that integrates the broad range of Globus services and
streamlines data publication and processing. This configuration fits
both smaller projects that need to be rapidly deployed, as well as
larger projects that provide custom integrations with Globus.

7 SUMMARY
Making data findable, accessible, interoperable, and reusable (FAIR)
is crucial to the scientific method. Data portals play a key role
in making data discoverable and securely sharing them between
collaborators and the wider community. Here we presented the
Django Globus Portal Framework—an implementation of the MRDP
designed to accelerate the development of scientific data portals.
The DGPF leverages Globus services to facilitate secure data access
across distributed resources and customizable search indexes that
that make vast quantities of metadata searchable. We discussed
features of DGPF portals and described the Argonne Community
Data Co-op and three of its real-world portals. The ACDC consists
of 11 portals with over 120 TB of published data. More than 340
users have engaged with ACDC portals. In future work we plan to
continue developing plugins to facilitate diverse deployment use
cases. We also aim to explore serving results from multiple indexes
within an individual portal, enabling users to publish related data
across indexes without hindering discoverability.
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